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cuRvE FITTING, INTERPOLATION & EXTRAPOLATION

AN INTERACTIVE APPROACH

S. W. ANWANE

Department of Physlcs, Shri Shlvaji Educatlon Society Amravati's
Science College, Congress Nagar, Nagpur 44O O12, India

Abstract Experimental data are often seen graphically by analytlcal mlnds. Then
the deslres for tts fitttng lnto curve and llne ls obvious for learnlng lts
trend and analysls. Interpolatlons and permltted extrapolatloas are also
requlred for varlous purposes that lnclude callbrations and extreme
analysls

Keywords interactive capabllltles, graphical output, lnterpolations, extrapolatlons,
quasl-contlnuous, least square, best flt, callberation

Introduction
Numerical problems in

theoretical physics was the domain.
of large computers, until a fewyears
ago. Now-a-days, personal
computers have reached the power
at par with large computers of early
sixties. Apart from their high
computational performances,
personal computers offer
interactive capabilities and rapid
graphical output of results. Thus,
the personal computers offer us a
wide field of possibilities in
education and research. The
present work is an attempt to fit a
continuous experimental data
points into the leastsquare
equations of five different kinds.
(1) Equation of a Line:

A=ffLx+c
(2) Exponential Function:

A= aebx

(3)Logarithmic Function:

U= aln(4* b

(4) Power Function:

A= axb

(5) Polynomial Function {Order 3):

A = f{= a+ ax+ ax+ ax
TheSe equations are then capable
of generating interpolations and
extrapolations between

and beyond data points (if feasible).
The perfect-ness of the equation
with data can be judged from
deviations e.g. the equation (out of
five) for which standard deviation
(SD) is minimum is closest to the
data and is the best-fit-equation.
Visualizing a graph from data
points and generated equation with
quasi-continuous interpolated data
gives an exciting glimpse. The C++
programme sample example
depicted in the Appendix will help
the users to take a ride on their PC
with their experimental data and an
equation.

Theory of Approximation by
Least-Squares

1. Discrete data and equatio! of
least-square line

The general equation of a
straight line with slope m and y-
intercept c is:



S. W. ANWANE

a= mx + c(1)
The Least-Square Principle (Linear)

The basic idea of .choosing
a linear approximation p(x) to give
function y(xl in a way which
minimizes the square of the errors
(in some sense), was developed first
by Gauss.

There are several variations,
depending upon the set of
arguments involved and the error
measure to be used.

First of all, uhen tlrc data
are discrete we may minimize the
sum

.rr'

,=f[.rr; -mxi-c]2
0

for given data (xi, Ail and
parameters to be found are m and
c. The mathematical condition
for solving set equations (2) for m
and c is that the set of equations
should be two or more. That is, the
data points for which we are finding
equation of a straight line should
be at least two ore more. In equation
(2) Sprobably cannot be made zero.
The idea of Gauss is to make S as
small as we can. Mathematically,

a^s a^s
at = |=0,-=0th" squareOm dc
function S will have minima . The
standard techniques of calculus
then lead to the normal equations,
which determine the coefficients.
These equations are

ms -cs =t
211

ms - cs =t .(3)
100

NN

where so = I x! ,to =ly,x!

2to

i=0 ,=0

.This system of linear equations
does determine the m and c
uniquely, and the resulting
coefficients do actually produce the
minimum possible value of S. For
the case of linear polynomial

p(x)= c+ tnx

The normal equations are
easily solved and yield slope and g-
intercept

* _ solr-sr/o _ _ s2to-sil
"' - sos2 -s1 il= ""(4)

2. Discrete data and exponentlal
function
The general exponential equdtion for
relating x andybe:

yi= aebr' ... (5)

The Least-Square Principle
(Exponential)

logy =loga+bx
ii

First ofall, when the data are discrete
we may minimize the sum

s = I[log y, -loga-b*,)' ...(ol
' ,=0

for given data (xi, Ail and
parameters to be found are a and
b. The mathematical condition

for solving set equations (6) for a and
6 is that the set of equations should
be two or more.

In equation (6) S probably cannot
be made zero. The idea of Gauss is to
make S as small
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as we can. Mathematically, at

ds ds

- 
= 0, - = Othe square functionoa 0b

Swill have minima .

The standard techniques of
calculus then lead to the normal
equations, which determine the
coefficients. These equations are

log aso + bs, =to

log as, + bs, =t, ..... (71

N,ry
where Z*! ,to =Llog(y)x!

2lL

for given data (xi, y,) and parameters

to be found are o and D. The
mathematical condition for solving
set equations (10) for a and b is that
the set of equations should be two or

more. In equation (10) S probably
cannot be made zero. The idea of
Gauss is to make Sas smallas we can.

Mathematically, at 9= o,*= O
0a 'Ab

the square function S will have
minima . The standard techniques of
calculus then lead to the normal
equations, which determine the
coefficients. These equations are

+as =t10
+ as = t ..... .(11)

2l
where

Ni/
s = I (log x,)k,t r = f )r,(1og x, )o

i=0 ,=0

This system of linear equations does

determine the a and D uniquely, and

the resulting coefficients do actually
produce the minimum possible value

ofS.

The normal equations are easily
solved andyield slope. andy-intercept

o = 
sJ, - srt-o 

,b = *to - srt,

sr.s, -,s'r 
' t,,s, -ti ""(12)

4. Discrete data and Power
function
The general power equation for
relatingxandybe:

a= (13)

,=0 i=0

This system of linear equations does

determine the a and D uniquely, and

the resulting coeffi cients"do actually
produce the minimum possible value
ofS.

The normal equations are
easily solved and yield slope and y-
intercept

6 = 
s ot, - srt-0,, 

= "*p[U$]".1,,,S2 -.S-l \.T(,s2 - s-l /

3. Discrete data and logarithmic
function
The general eiponential equation for
relatingx pndy be:

!=a'l.ogx+b (9)

The Least-Square Principle
(Logarithmic)

| =a logbi+Y
Firlt of all, when the data are disqete
we may minimize the sum

- alogx,-DJ' ....(roi

bs
o

bs
I

s=f[:,,
i=0

ax
b



S. W. ANWANE

The Least-Square Principle
(Logarithmic)

U,= log a + blo1 xi

First of all, uthen the data are
discrete we may minimize the sum

S = f [.v, -loga+blogx,f2,tr, gal
,=0

for given data (xi, yi) and parameters
to be found are o and b. The
mathematical condition for solving
set equations (14) for a and b is that
the set of equations should be two or

more. In equation (14) S probably
cannot be made zero. The idea of
Gauss is to make Sas small as we can.

Mathematically, at *= O,* = O0a .Ab

the square function S will have
minima. The standard techniques of
calculus then lead to the normal
equations, which determine the
coeffrcients. These equations are

bs=
I

bs=
1C

where s
k

s = I (log x,)k ,to = f tog y, x (log 1, )r
i=0 ,-0

This system of l inear equations does

determine the a and b uniquely, and
the resulting coefficiehts do actually
produce the minimum possible value
ofS.

The normal equations are easily
solved and yield slope andy-intercept

2t2

6 - sutt - srt-o,o 
= .*p[I&-:I,r, ]

s0.s2 -'t-r (srs' -s-r /
....(16)

5. Discrete data and Least-square
Polynomial (Non-linear|
An expression to a general
polynomial of order m (our case is
m=3) is

Y = f (x) = do * arx- orx' +...+ a,x'

= fo,*, ....tlr)
. ,=0

In generalizing the problem of linear
polynomial, setting derivatives of S
relative to a ,o ,a ,o ...,o tozero.
produces k ll 'eqruatidns for
polynomial

aS _ .$r,|ty, -ao-atxi-art
---L./
oao fr

- "- o*xf 7= 0 "'(18)
where k = 0,...,m Introducing
symbols

/Y /V

So=Ix!,to=ly,x,o t h e s e
,=0 l=0

equations may be

re-written as (18) and are called as
normal equations.

sa+saf....+sa=t
0 0 I I mm 0

s a *S a+....+S a=t
1021m+lml

...(1e)

S a+S a+....+S a=t
m 0 m+l I 2m m m

t
o

t
1

lo8 as,
log as (1s)
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Solving for the coefficients
ai we obtain the least square
polynomial. There is a unique
solution and that it minimize S. For
small integers m, may be solved
without difficulty.

However for large m the
system is badly ill-conditioned.
Solution to such system does

exist but is beyond the scoPe now.
Therefore, while accepting the data
it has been asked in the programme
that user should provide at-least
four data points as we are
evaluating four coefficients a- ,a _,d
,a to part from mathematital'ill3
cohdition.
Note: the number of data points N
used for least-square processing
and degree of polynomial mdesired

should always maintain relation N > m .

Simultaneous Linear Equations

Simultaneous rz*l linear equations
(19) raise in z unknowns can'be
solved by Cramer's delta rule.

213

where the (mxm) determinant ,

q= E S, ... S,, t2 S,-, ... S*r

;, ;;, .. ^t- i) ,j,',.,.: t;
......(2 1)

Thus DI is the same as D excePt fs
replacing s's in the lth column.

Frogramming in Borland Turbo C++

The prograrnme is devised to accept
a number of data points (4 as
desired by the user and

stored in arrays x{il and g[4. Using
the general polynomial equation of
the form

y=(/)x=a +a x+o *'*o *t
0r23

we can generate i number of equations

out of i data points which are stored

in array.

Now these i equations are solved
simultaneously for a ,o , a ,a .The
following summatioft s dre 6stirmatbd

using/or loop:

iii

Z*Lnl, Z*'1r1, Z*'Lnl,
lll

Z*oln), Z*'lrl, Z*ulnl,
lll

Lylnl, 1ilnl" x[n),
ll

ii

Z ylnl" xlnf', Z ylrl" xlnl',
ll

@

lsn

ls,
a=ls,

I

l', Sr*t S**z Sr^

is not zero, then solutions of equations

(3) is given by Cramer's rule as

- Dt ^ -D, ^ -D, -Dn,*to,,= A,ar=T'', = a ""''= A

lf the (mx m)determ inant

,sl

,s2

,S3

,S2

,s3

,S4

s,
Sr,*l

Sr*z
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andassigned with a aftay a[1t][q] and
bful as

2'Dimensional

iti
a[1][] = 1; att)L2l=lxfnl; atllt3l =lxz[n); agll\=lx'1n];

'rrl
.i i

atzlttl =\ x[n); at2]t2l =\x' 1nl;
lt

ii
al2)l3l = lx3 [nl; al\fa] =lxo 1nl;

.ll
ii

at3ltll =\ x2 1n); al3)lzl =lxo ln);

I Dimensional

i
blll = Zy["),

,l

for a
o

at3l t3l =\xo 1nl; a]31t4) 
= 

lxo 1n1;
ll

i
bl2l=Lyt"lxx[n];

I

lrttt altll2l atllt3l

:lblzl afzllz) al2)l3l

lrpt at3lt2l at3lt3l

lbl4l apll2l a[a]pl

bl3) =f,yful* xLnlr, bl4) =f yfu)* xlnj ;
ll

Then the following 5 determinants D, D, D, D, D are solved
oo 01 02 03

' ar ' ar' a3 as:

lattlttl attll2l atllt3l atllt+ll
tt

n _ latzlttl al2llzl al2ll3l afz)f+ll

lat3ltll al3)l2l a[3][3] apl[a]1,
t-lptalfl) alalpl alalpl atalt+ll

Ln,

atllt+ll
atzlvll
at:lt+ll
al+)l+ll
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A-

Using Cramer's rule, the coefticients can be calculated as:

- Lru - Ar, - - Lo, ^ -Lr,Ao=rt0r= 
Ordr= Or4t= A

The case of polynomial is discussed above in detail explains tlle methodolory.
For rest of the four equations the summations are to be evaluated as
discussed in theory. Rest of the treatment is alike.

(Note: Array assignment can be conveniently used for solving 4x 4 determinant

and later same solution can be used for replacing columns by ofttllll:b[p),
aftfll2)=blpl, ol1flf3l:blp1, alpll4l:bfttl for calculating A , A ., A 

^, 
A - )

Thus, the desired polynomial y =-f (x) = a + a x + o *'\i"r'il k,rt*r'r.
areknown. 

o t 2 3

Checking the correctness of Best-flt Equatlons from Deviations

The degree of correctness of predicting a g value for any x can be

systematically understood from deviations

We have already entered points (xi,gfiinarray $1, y[r]. Now, we can calculate
artray gc[r'] from polynomial and immediately find deviations in array be

equation dl[= Al4- a cl[.

atrltll bU) atllt3l attlt+ll

af2)ltl bl2l al2ll3l alzll+ll

a[3][] bl3l a[3][3] at:lt+ll

alallrl bl4l alalpl a$l$ll

latlltll a1ll2l btl attltall

^ - lat2ltrl apllzl bl2l afzl$ll
^oo - 

lo,r,U, at3ll2l DI3l oplt4ll
ptaltll a$llzl bt41 afa|,fa\

latlltll alllt2) atllt3l bllll

. la?ltrl al2ltll al2ll3l b4l
^o' 

=la[3][1] al3ll2l at3lt3l bt3fl

ptaltll alalQl alalPl bl4ll
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The Mean Deviation

using afor loop and averaging it out as:

2L6

be found by summing all deviations together
r_\
ld )"u

v ly ay1
n'7 ....(e)

The standard Deviation(" ) can be similarly found by summing alldeviation
squares together using afor loop and averaging it out its root as:

The statements used in
programme 'are depicted in
Appendix-I.

Conclusion
Programme devised is

empowered to accept any number
(32k) of data points for finding
Least-Square equation of any type
of the prescribed five equations. The
generated equation is capable of
interpolation and extrapolations
which is often required for
introspection. The polynomial
generated can be the boon for fine
calibration when linear fitting affect
accuracy due to a small non-
linearity in the data. The present

programme can interpolate/
extrapolate which can minimize
error to a considerable extent and
also suggest kind of equation that
best-fits data point which is evident
from standard deviation. .Deviation
data displayed at last is indicative
of the degree of accuracy claimed
'for the particular case. The
coefficients generated using
programme can be used for
theoretical interpretation and
assimilation of the mechanism of
correlation between the parameters
on respective axis. Thus, the
programme which is a tool for
Iinding Least Square equation is
useful for a valiety of causes.

*1,',,,



CURVE FITTING, INTERPOLATION & EXTRAPOLATION

In put coefficients (xn, gnl

2t7

Evaluate s'ummations s f and solve for
constants as p"r 6^dso 1t-s1

J

Fig.l: Flow Chart of the Programme

-- l- n=
Evaluate Deviations: fli):ylil-yclild =ilOt'1, o = l;1a'Vl

Print equation and V ,o
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